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➢ Addition of covariates showed better prediction accuracies.

➢ We recommend to include these two covariates (radiation

intensity and ambient temperature) in the final model.

➢ There was no gain from the bivariate model in 10000

simulations.

➢ However, the bivariate model with CT can be utilized as a

index for indirect selection in adverse situations such as bad

weather condition or limited seed supply.

Conclusions

➢ Phenotyping platform like “Breedvision” is a very useful tool in

plant breeding for measuring complex traits (e.g., abiotic

stress, growth dynamics).

➢ This phenotyping platform making big and complex data sets

readily available for analysis.

➢ Secondary trait must have high heritable correlation with

target trait. Adding covariates can reduce error, thus increase

prediction accuracy of the model.

➢ Research goal is to i) compare prediction accuracies of

univariate and bivariate models. ii) evaluate the effect of

adding covariates to the model.

Methods 

Univariate model for Dry matter yield (DMY) and 

Canopy temperature(CT)

Here, 𝐷𝑀𝑌𝑖𝑗ℎ𝑛𝑡= response of i-th genotype in h-th block

nested within j-th replicate, n, t = subscripts added for

nitrogen level and trial areas, respectively and 𝜀𝑖𝑗ℎ= residual

plot error associated with 𝐷𝑀𝑌𝑖𝑗ℎ, 𝜀𝑖𝑗ℎ ~ N (0, 𝜎𝑒
2).

Here, 𝐶𝑇𝑖𝑗𝑘ℎ𝑛𝑡 = response of i-th genotype in h-th block

nested within j-th replicate with k-th measuring replicate and

𝜀𝑖𝑗𝑘ℎ𝑛𝑡= residual plot error of 𝐶𝑇𝑖𝑗𝑘ℎ𝑛𝑡. Errors from the same

plot piled into a vector 𝜺𝒊𝒋𝒌𝒉𝒏𝒕 and 𝜺𝒊𝒋𝒌𝒉𝒏𝒕 ~ N (0,R).

Adding covariates to the model

Here, ( 𝑥1𝑖𝑗𝑘ℎ𝑛𝑡 = ambient temperature corresponding to

𝐶𝑇𝑖𝑗𝑘ℎ𝑛𝑡 and 𝑥2𝑖𝑗𝑘ℎ𝑛𝑡= radiation intensity corresponding to

𝐶𝑇𝑖𝑗𝑘ℎ𝑛𝑡, 𝛽1 and 𝛽2 are corresponding slopes for ambient

temperature and radiation intensity).

Final model

Here, switch= 0 to off covariates in DMY; switch= 1 to 

include covariates in CT

b= (DMY, CT).

1. 𝐷𝑀𝑌𝑖𝑗ℎ𝑛𝑡 = 𝜇𝑛𝑡 + 𝛾𝑗 + 𝑏𝑗ℎ𝑡 + 𝜏𝑖𝑛 + 𝜀𝑖𝑗ℎ𝑛𝑡

2. 𝐶𝑇𝑖𝑗𝑘ℎ𝑛𝑡 = 𝜇𝑛𝑡 + 𝛾𝑗𝑡 + 𝑏𝑗ℎ𝑡 + 𝜏𝑖𝑛 + 𝜀𝑖𝑗𝑘ℎ𝑛𝑡

3. 𝐶𝑇𝑖𝑗𝑘ℎ𝑛𝑡 = 𝜇𝑛𝑡 + 𝛾𝑗𝑡 + 𝑏𝑗ℎ𝑡 + 𝜏𝑖𝑛 + 𝛽1𝑥1𝑖𝑗𝑘ℎ𝑛𝑡 +

𝛽2𝑥2𝑖𝑗𝑘ℎ𝑛𝑡 + 𝜀𝑖𝑗𝑘ℎ𝑛𝑡

4. 𝑌𝑖𝑗𝑘ℎ𝑛𝑡𝑏 = 𝜇𝑛𝑡𝑏 + 𝛾𝑗𝑡𝑏 + 𝑏𝑗ℎ𝑡𝑏 + 𝜏𝑖𝑛𝑏 + 𝛽1𝑥1𝑖𝑗𝑘ℎ𝑛𝑡𝑏 ∙ 𝑠𝑤𝑖𝑡𝑐ℎ +

𝛽2𝑥2𝑖𝑗𝑘ℎ𝑛𝑡𝑏 ∙ 𝑠𝑤𝑖𝑡𝑐ℎ + 𝜀𝑖𝑗𝑘ℎ𝑛𝑡𝑏

Data

Model evaluation 

20% DMY data 

removed randomly 
Estimate dropped DMY

➢Calculation of Correlation and root mean squared error 

(RMSE) for 100 and 10000 simulations cross validation 

for DMY

➢Calculation of Akaike Information Criterion (AIC) and 

Bayesian Information Criterion (BIC) for evaluation of 

covariates.

▪CT  ▪DMY  

Results 

Model AIC BIC

Eq. 2 1194.5 1368.5

Eq. 3 749.2 926.5

Table 1: Comparison between the model without covariates (Eq. 2) 

and model with covariates (Eq. 3)

Summary statistics Univariate (Eq. 2) Bivariate (Eq. 4)

Mean Pearson’s 

correlation

0.8599

[0.8590-0.8607]

0.8537

[0.8528-0.8546]

Mean RMSE 0.7949

[0.7929-0.7968]

0.8103

[0.8092-0.8115]

Table 2: Mean correlation and mean RMSE between observed and

predicted DMY from univariate (Eq. 1) and bivariate (Eq. 4)

analysis, 95% confidence limits (CLs) of means in parenthesis.

➢Model with covariates shows lower AIC and BIC scores 

(Table 1). So, model with covariates performs better. 

➢Univariate model shows lower mean correlation and RMSE 

(0.8599 and 0.7949 respectively). Hence, univariate model 

has better prediction accuracy (Table 2). 

Univariate Bivariate
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